Intonation in spontaneous speech

Part 1. Spontaneous speech corpora

In these lessons we will examine how intonatiorypla crucial role in spontaneous
speech, putting together short well formed syntactacro segments in spontaneous
speech. Part 1 is devoted to technical aspecigonitaneous speech corpora, Part 2 to the
linguistic use of spontaneous speech data in mgldimacro syntactic model integrating
prosodic components..

INTONATION AND READ SPEECH

As we have seen in the two preceding lessons, santetonation encodes a prosodic
structure which can be congruent or non congrudht tiwe syntactic structure of the
sentence. Factors such as stress clash, syntiasitand rhythm can prevent strict
congruence with syntax, and the complexity of trespdic structure usually grows with
the overall length of the sentence.

The realization of a particular sentence intonatind its eventual property of congruence
depend on the ability of the speaker to analyzesyimgactic hierarchy of the material read,
integrating the punctuation marks with a rough saagof text to delimit the main
syntactic segments such as NP and VP. In this seastence intonation is predictable if
the reading speaker are a good syntactician, aisdhié is eager to facilitate the work of
the listener(s) segmenting and organizing the sexpief perceived speech segments. In
this process, the proper accentuation of stresgpgris paramount, as well as a minimum
prosodic encoding of the large speech segments.

INTONATION AND SPONTANEOUS SPEECH

In spontaneous mode, the process of speech gemeiadifferent: the speaker has to
form sets of syntactically well formed (in the geateve sense) segments, together with a
proper prosodic structure. Usually, this procedis caany pregenerated segments stored
in the speaker’'s memory, linked together by intmmato from a complete sentence,
whereas new segments never elaborated earlielsabeaformed, taking more
processing time due to the necessary lexical antasijc rules access. Early
observations (for instance Martin, 2000) show thapontaneous “sentence” (i.e. a
speech sequence ended with a prosodic final punmiuaark, usually a falling and low
melodic contour) is much longer than sentencesritten text, most of the well formed
segments being simply concatenated by intonation.



INTONATION AND MACROSYNTAX

Researchers studying texts produced in spontarsgmexh (for example C. Blanche-
Benveniste, 2000, Berendonner, 1991, Boulakia, @eul Martin, 2001) elaborated the
concept of macrosegments and macrosyntax. A magros# is a well formed segment,
usually part of a sequence of well formed segmientise sentence, the sequence being
not well formed in general. Then, macrosyntax dbssrthe constrains and rules
allowing these macrosegments to form a (spontaneamsence, knowing that
macrosegments can only by definition be in a rehatf combination (parataxis) or
selection (rection) with each other. The studyhef tole of intonation in this process
gives a particularly rich and fruitful insight dfé¢ way speakers produce and understand
spontaneous speech, read speech appearing thexulased of the more general process
of speaking. Briefly stated, macrosyntax descritheselationships between
microsegments described by microsyntax. (BlanchevBeiste, 2000).

RECORDING SPONTANEOUS SPEECH

Laboratory speech can usually be recorded in gedthical conditions: sound proof or
near sound proof room, optimal placement of micor@s (30 cm from the speaker lips),
use of digital recorder (DAT), etc. These condisi@ne usually reserved for read text
reading, although spontaneous conversation carbalsbdtained after spending enough
recording time to make participants oblivious af thicrophone(s). Appropriate software
(see below) may also be use to monitor the reconditions (noise level, echo, signal
level, etc.) in real time.

By contrast, spontaneous recordings must be rehillzearious acoustical conditions,
usually far from the optimal ones: the microphoreyrhe far from the speakers,
background noise and echo are present, etc. Forther the presence of recording
equipment must be as discrete as possible, anllyideapletely hidden if at all legally
allowed. Modern technology allows the use of mitrapes linked to digital recorders by
wireless links.

LARGE CORPORA

The elaboration of spontaneous speech corporacgniiag an essential part for basic
and applied linguistic research. Indeed, the dearebnt of automatic speech recognition
systems is seriously hampered by the lack of ap@i@psyntactic models not based on
written speech. Similarly, text to speech synthesisild strongly benefit from prosodic

models developed from oral discourse analysis. thebenderstanding of the interaction
processes in spontaneous conversations could bripgrtant improvement in second

language teaching.



These examples demonstrate the importance of gpEmia speech corpora both at the
text and speech levels, but the large costs asedaidth the transcription and alignment
speech text has so far prohibited the elaboratibnlacge speech corpora. The
development of efficient tools to execute these&kdagppears then to be extremely
important.

TEXT TO SPEECH ALIGNMENT

Text to speech alignment establishes a biunivaationship between units of text and
units of speech. In its simplest implementationergvunit of text (be syllable, word,

syntagm, sentence or paragraph) receives a timexipdinting to the corresponding
sound segment. In an aligned text, an operatotlem select an aligned unit of text and
listen to the corresponding sound segment. Conlerdee selection of a segment of
sound will display the corresponding segment of, texits orthographic or phonetic form.

Text to speech alignment is frequently used in im@tlia language learning software,
where users can listen at will to sound segmentgesponding to words, sentences or
paragraphs by merely cliquing on those text element

Large spontaneous speech corpora are now beconong amd more important as the
language engineering industry is requested newbatigr syntactic models to improve
the overall performance of the algorithms usedh@sé systems. In speech recognition for
instance, a text is automatically generated frormdnu speech data. In this process,
specific pronunciation particularities pertaininmg & specific user are integrated in the
system as parameters during a learning phase vgtiohld be executed prior to the
actual use of the recognizer (multi speaker systdmsexist, but are limited to the
recognition of a limited vocabulary). In the recdgm stage, the algorithm detects
chunks of speech sound produced by the user (wpilcal error rates as large as 30%),
and attempts to elaborate a coherent text makimg afisa built in grammar of the
language used. The error rate can then reach &&8b |

The problem of such systems is linked to the usa gfammar which is derived from a
syntactic description (usually generative transfational) of written “well formed” text.
As few or no speakers, with the possible exceptibprofessionals such as broadcast
journalists or politicians, are strictly obeyingetByntactic rules of writing, the resulting
error rate is more than often disappointing, lingtthe practical use of such recognizers
to read speech. Indeed, large spontaneous speguira@re badly needed so that more
pertinent syntactic models can be designed takmg account the various discourse
production conditions, as are urgently needed raéfreient tools to transcribe and align
the large quantity of data to process to achiegsdlgoals.



MANUAL ALIGNMENT

In the earlier developments of experimental ph@segsegmentation of speech in smaller
units such as words or phones (the physical eqnvaio the phonemes) were done
“manually” from acoustical analysis. In its simgle®rm, this process operated on
oscillograms, i.e. a graphical display of speectvef@m. Knowing the sequence of
speech sound corresponding to the graphical displayed phoneticians could segment
reasonably well displays such as shown on fig. 1.
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Fig. 1. An example of oscillogram. The speech segeés [e phénoméne du télétravail
commence aj..

Later more information was added to oscillogramgensity and fundamental frequency
(the physical counterpart to laryngeal frequenag)shown on fig. 2.
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Fig. 2. An example of oscillogram (bottom curve)tiwintensity (middle curve) and
fundamental frequency (top curve). The speech seguis [e phénomeéne du télétravail
commence aj..

The ultimate acoustical display for manual segnteria uses spectrograms (Fig. 3), a
time frequency representation of a speech sequemm@ing (to an expert phonetician)
the complete details of the sound characteridtiesy transition from a phone to another,



etc. It is even possible reading a spectrograneparate speech components produced by
two different speakers speaking at the same timerkgpping).
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Fig. 3. An example of spectrogram (the black andtevimage), with fundamental
frequency (in red) and oscillogram (in yellow). Témeech sequence is phénoméne du
télétravail commence a]..

In reality, units of text and units of speech newerrespond exactly, since phonetic or
phonological speech units are derived from the tangiperception and the linguistic
knowledge of an operator, and not from the physfcal acoustical) limits of speech
segments. Text units proceed from a linguistic (osv approximate) representation of
linguistic units, whereas speech units are gengrayethe essentially continuous process
of phonation. Therefore, segmentation and alignnaeatapproximations, the limits of
acoustical segments being somewhere in the comtinwd transition from one
articulatory configuration to another.

AUTOMATIC ALIGNMENT

Manual segmentation being a long and tedious pspc@asomatic and semi automatic
computer based segmentation were designed. Thistape can be made automatically
with various degrees of success, by relying ofsiiidden spectral transitions (Cosi, 1997).
As with many automated processes in speech analtgsigbility depends on the signal
properties to correspond the implied working hyestes of the method (the main one
being to have only one source of sound, i.e. nea)oiRecording made outside sound
proof rooms or/and with more than one speaker fie@ gquite disappointing.

Another automatic or semi-automatic alignment appinois based on speech recognition
algorithms (frequently based on parameters trainingtatistical hidden Markov models
HMM), as a sub problem of the general speech ratogmrocess, as the final result of



recognition is already known (with the phonetimahographic transcription). The limits
of speech sound are then obtained from the photriiscription, directly known or
indirectly (Talin and Wightman 1994, Fohr, Mari,Hton 1996).

Unfortunately, these systems generally reach aor éewel of 15 to 20%, and require
good quality recordings as well as speech chaiatitsr sufficiently close to the
speaker’s characteristics used in the recogniaeritry session.

Yet another automatic text to speech alignment @eg the time variations of the
speech signal spectra with another speech sigralergted by a text to speech
synthesizer operating on the text to align. (Ma#rand Dutoit, 2000). The advantage of
this method stems from the fact that it is eastemlign dynamically spectra of two
sentences corresponding to the same text thagtoesdg on the base of sequential speech
sound recognition.

The limits of this approach are similar to the HMiglsed systems: background noise and
non typical voice characteristics limit its usestandard voice styles recorded in low
noise conditions.

Automatic alignment based on recognition algorithonsspeech synthesis suffers from
two main problems:

1. Their performance depends on the speaker voicecteaistics which cannot
be too different from the characteristics used aslehin the training phase of
these methods;

2.  The recording signal to noise ratio should be geadugh to allow for an
acceptable error rate. Radio or TV broadcast resgsdusually meet this
condition, but not spontaneous speech recordedtural environments.

These characteristics limit the automatic alignmiemntuse in document indexing, for
which the error rate is acceptable. Their use ionghic and linguistic research, on the
other hand, is often hampered by conditions such as

a) Presence of an important noise level in therdiogs;
b) Overlapping of speakers voices;
c) Use of old recordings, with poor frequency reseo(typically filtered below 300Hz).

For all these reasons, the use of a human opesa¢ons inevitable. The problem is
then to facilitate the manual segmentation worlkn@with a simple tape recorder in the
heroic times) at the level of the phrase or syitapbup, and provide adequate tools for
fine tune segmentation at the level of the syllabsléhe phoneme.



COMPUTER ASSISTED ALIGNMENT

Experimental studies showed that visual and gestareelation between text and the
sound could be made if the speech sound was sloawed by at least a factor of 30%,

depending on the size of the units selected. Thecipte of continuous assisted

alignment is based on this observation. The teXtet@ligned is displayed on a window
while the corresponding sound is played back dbwaes speed, dynamically adjustable.
At each identification by the operator of a soumdt (which can be a syllable, a word, a
syntagm or a whole sentence), the operator clickB the computer mouse on the
corresponding part of text. The program then rexdhe time position of the selected
part of text, and continuously builds an alignmeatabase. Various tools available in the
program allow for easy step back, verification ligrament sections, etc.

Once the assisted alignment is done, the prograpiagis automatically the text under
the corresponding speech segments. The user caadhest precisely the limits of each
segment by clicking on its edges. The analysis aawnthen displays the corresponding
spectrogram and prosodic curves for precise finenguof the segmentation. The
operator can take care of overlapping voices dftend in spontaneous recordings by
assigning different layers to different speakers.

A SOFTWARE ALIGNER: WINPITCHPRO

A software program, WinPitchPro, available on thieinet (vwww.winpitch.con) has many
functions devoted to transcription and assisteghatient. WinPitchPro allows real time
recording and playback with simultaneous displag spectrogram, Fo, intensity and
wave curves.




Fig. 4: Signal analysis: spectrogram, wavefornenstty and fundamental frequency
curves.
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Fig. 5: Wide band color spectrogram.

The spectrogram dialog box allows easy expansioth@ffrequency and time scales,
narrow or wide band selection, instantaneous dysplaspectral cross section at any
cursor position. Formant frequencies obtained thinduPC analysis are also displayed.



Fig. 6: Prosodic morphing: piecewise linear segmeefine Fo, intensity, duration and
pause.

Intuitive graphic interface allows precise layout gcreen of linear piecewise segments
defining the evolution of Fo, intensity, time anduge values for prosodic morphing of
recorded speech through PSOLA synthesis. Syntheigndic values are displayed while
new curves are positioned by the user.

Text to speech alignment can be done in two moltkethe first mode, text does not
exists, and the user selects blocks of speech (wdain be slowed down for playback),

Fig. 7: Assisted alignment.



and enters the corresponding text (any UNICODE ¢amtbe used directly). In this
process, a database is automatically built, whashhee later saved in XML or Excel®
formats.

The second mode of text to speech alignment img@iggeexisting text. The speech
sound is then played back at a reduced speed (dgalyyprogrammable) while the user
clicks on the part of text corresponding to thecpefed sound unit. A database of the
dynamically defined segments is automatically built

Aligned text is saved either under standard XMlnfat, allowing easy interchange with
other programs. Data are also directly transfetodexcel® in a one step operation.

Fig. 8: Speech segment highlighting.

Sections of the speech wave can be highlightedaggkd, allowing the definition of
specific sections (such as stressed syllables,iced@onsonants, etc.) for automatic
statistical analysis.



Fig. 9: Two channels analysis, with simultaneowspldy of waveforms, Fo and intensity
curves.

Prosodic analysis of both channels of stereo ssgoah be simultaneously displayed on
the analysis window (top right): left channel givesfundamental frequency curve in
yellow, and the right channel in white.

In Part 2 of this lesson, we will examine how tmalgsis of large spontaneous speech
corpora will lead to the elaboration of a macrotagtic model integrating the prosodic
component in speaker production.
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